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The common approach in research on event-related brain potentials (ERP) is to assume that for repeated stimuli the responses are exactly the same. However, when measuring the ERPs, the responses are corrupted by ongoing brain activity (electroencephalography, EEG). Thus, to extract the ERP from the background electroencephalography, dozens of responses are averaged. However, the psychophysiological state of the subject may vary during the measurement session.

In this study, the variability of widely reported ERP, called P300, is studied at single-trial level with a method that is based on Bayesian estimation and regularization theory. The background of the P300 component, its variability and commonly used analysis methods as well as the background of the used single trial method are presented briefly.

The variability of the P300 was studied in 12 clinical measurements. The results of the single trial method were compared with those of the conventional averaging method. In short measurement sessions (i.e., 10 min), the effect of sequential changes in the stimulus train is more pronounced than the effect of the time on the task both on the amplitude and the latency of the P300. The effect of the changes in the stimulus train is more clear in the latency than in the amplitude of the P300.

Application of the single-trial method to clinical data confirmed some previously reported results and revealed information about the dynamical changes of the P300 that are lost with the conventional averaging method. The evaluated single-trial method can be used to model changes in dynamical behavior of the P300 component and regarded as an alternative to other methods.
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Electroencephalography (EEG) measures the spontaneous electrical activity of the brain. EEG was first measured from human by Hans Berger in 1929. In 1947 Dawson showed that the certain sensory stimuli are followed by specific cortical changes in voltages. Sensory stimuli can be from different modalities: visual, auditory and even odor stimuli can be used. The event related potentials, ERPs, are time-locked changes in voltage in response to either external or internal stimuli. Event-related potentials can be divided into two categories: exogenous and endogenous evoked potentials. Exogenous potentials are determined by the physical characteristics of the stimulus whereas endogenous potentials are stimulus independent and generated solely as a function of the mental processing allocated to the stimulus. Sometimes it is difficult to separate purely sensory potentials from cognitive ones. Thus the term event related potential includes information receiving, transmitting, as well as handling.

Electrical activity of the brain is generated by a potential difference across the membranes of cells in the nervous system. The nervous impulses cause postsynaptic potentials, which reflect effects of the free electrolytes. These postsynaptic potentials (PSPs) are long lasting compared to action potentials and are thus able to summate both temporally and spatially. Postsynaptic potentials rather than action potentials are responsible for scalp recorded EEG and ERP waves. Volume conduction theory describes the extent to which event related potentials are recorded at a distance from their origin. The solid angle theorem of volume conduction states that the potential generated by a dipole layer in a volume conductor measured at any point in the conductor depends upon the generator’s potential and the solid angle subtended by the dipole layer at the point of measurement. Thus the potentials recorded at the certain point can be a summation of potentials induced by several separate generators.

ERPs and EEG are usually recorded from scalp. Electrodes are placed according to the International 10-20 system [35]. Intracranial and depth electrodes are used when studying e.g. epilepsy.
Event-related potentials are usually labeled according to their polarity (e.g. positive or negative) and latency measured from the onset of the stimulus. Thus peak labeled N100 is a negative peak at a latency of 100 milliseconds from the stimuli onset and P300 is a positive peak at a latency of 300 ms.

The sensory evoked potentials are widely used as clinical tests. They provide information about the sensory systems that is not available with other methods. The presence of a normal sensory evoked potential is reasonable evidence for the functioning of the peripheral receptor. The absence of the potential indicates malfunction in the sensory end-organ, the generator mechanism of the evoked potential, or the connection between them. Cognitive event related potentials have helped to understand how the normal brain works. Cognitive event related potentials are also used in the studies of cognitive impairment in neurological disorders such as various dementias and mental disorders e.g. schizophrenia. It has been suggested that also cognitive event-related brain potentials (especially P300) could be used as a clinical assay. Intersubject variability in normative P300 amplitude and latency is comparable to standard clinical test procedures like cholesterol and serum rate [50]

Event-related potentials are very small changes in voltage (0.1-30 uV) whereas spontaneous EEG activity is 10-100 uV. So one of the most important problems in ERP studies is signal extraction, i.e., the extraction of the ERP evoked by sensory stimulus from the background EEG. As the signal to noise ratio of event-related potentials is quite poor, averaging dozens of responses is generally used to estimate responses. With averaging it is assumed that the ERP is a deterministic signal, that is, exactly the same for repeated stimuli produced during long lasting measurement sessions. However, this assumption has been shown to be a quite rough estimate and the idea of the trial-to-trial variation of ERP was presented early in ERP studies [2]. As successive single-trial ERPs are averaged, the signal often undergoes continual changes in both the amplitude and the latency of components. It is quite conceivable that such variation carries significant information about the underlying nervous system. This ERP variability has been studied on single-trial level.

Many single-trial methods are not very far from signal averaging. Selective averaging techniques are widely used. Single trials are divided to different classes, e.g. according to the performance and then averaged. Procedures with correlation techniques are also used in attempts to take the trial-to-trial variability into account [63]. In correlation techniques, one obtains a template by averaging a set of ERPs and performs a cross-correlation between a single trial ERP and the template. This is especially useful when studying latencies. Wiener filters and Kalman filters are also used. These filtering techniques are based on the assumption that the background EEG and the evoked potential are sample functions from stationary random processes. Other assumptions lead to
filters of different types such as the minimum mean square error (MMSE). The interdependence between members of a set of waveforms is studied with principal component analysis (PCA). If priori information about the evoked potential waveform is available it can be incorporated into the signal processor to further improve the estimation of single trial ERPs.

In this study, a widely reported event-related potential, called P300, has been choosed for further analysis. The P300 is generated whenever infrequently occurring sensory stimuli are detected or when unexpected and highly deviant stimuli are delivered to the subject. The P300 component has been showed to provide useful information about how the brain discriminates stimuli and evaluates probability. A new single trial method that uses prior information about the responses is used [31]. The method’s most important property is its general structure that allows one to develop estimators with more realistic observation models. Two well known phenomena, i.e., the habituation of the P300 component and the effect of preceding stimulus train, are studied in healthy subjects with this new method and with the conventional averaging method. Results of the single trial analysis are compared with those of the conventional averaging.
2.1 Variability of the P300 component

P300 is one of the most prominent positive peaks occurring around 300–600 ms after the infrequently presented target stimuli, to which the subject is requested to respond by a certain way such as button pressing.

The classic ‘oddball task’ is a paradigm in which stimuli that can be classified into two categories are presented sequentially. In the auditory oddball paradigm, one of the tones is rare and the other is frequent. Rare tones are designated as a ‘target’, and the subjects have to recognise these target tones, for example by counting them or by pressing a button. The probability of the target tone is typically 0.15–0.25. The inter-stimulus interval usually varies between one and three seconds and can be either fixed or variable.

A few studies have examined variability of the P300 component under more complex experimental conditions, such as in prediction task [46]. These experiments are more complicated than the oddball task and thus results are not comparable. For that reason results of these experiments are not discussed here.

There is evidence that the P300 phenomenon is elicited both by unpredictable stimulus changes when stimuli are not attended and by those that are being actively attended [58]. The earlier component, P3a (latency 220-280 millisecond), is elicited by infrequent unpredictable changes in either intensity or frequency of tone irrespective of the subject is ignoring or actively attending to the tones. The later component, P3b (latency 310-380 milliseconds), occurs only when the subject is actively attending to the tones. Thus, P3a is related to the orienting response of the brain with frontocentral distribution and P3b is seen as stimulus evaluation that occurs later and has a centroparietal scalp distribution. For general reviews of the P300 component, see [59, 10, 51, 12, 17].

Originally the P300-component has been seen as a measure of the amount of activity of general-purpose cortical processor, which is invoked on demand of data processing requirements [14]. In later studies a single general-purpose
processor has been displaced with multiple, specific-purpose cortical processors [27, 52]. It has been suggested, based on intra-cranial recordings, that the scalp recorded P300 has at least two different generators: Medial temporal lobe (MTL: hippocampus, parahippocampal gyrus and amygdala) and frontal lobe [27]. The P300 recorded at any given electrode site represents the volume conducted summation of activity from different neural processors. Each of these specific-purpose generators is related to the processing of a different type of information and are connected to e.g. the modality of a stimulus [52].

Psychological processes are considered as hierarchical steps and ERPs are manifestations of activities related to an elementary level in this hierarchy [11]. The highest level includes interactions between the organism and the environment, which, as behaviour, can be described in terms such as motivation, emotion, attention, and learning. These interactions may evoke a broad set of information-processing activities, requiring the activation of psychological processes such as choice, recall, decision or discrimination. Information-processing activities, in turn, require activation of more elementary functions, like mismatch detecting and encoding. Thus P300 is currently not seen as a manifestation of a certain cognitive function per se, rather it is a manifestation of an activation invoked by certain psychological process, like the updating of a cognitive model [11]. The context updating theory has its roots in Sokolov’s theory of the orienting response. The orienting-response theory proposes a brain mechanism, which initiates the orienting-response release [55]. The theory proposes that a new stimuli elicits an orienting response which gets weaker with stimulus repetition, and finally habituates completely. According the theory, habituation occurs because stimulus repetition leads to a gradual development of the neuronal model.

Figure 2.1: The P300 component.
The template-restoration model for the P3 has been suggested by Gonsalvez in [26]. The model states that the P3 is related to the extent of restoration of a template that a stimulus evokes in working memory. The template of the target in memory is assumed to decrease with time in a systematic way. The major distinction between Sokolov’s model and the template-restoration model is the importance between temporal versus sequential factors associated with the P300.

Latency of the P300 component is related to stimulus evaluation and categorisation time, transfer of information to ‘consciousness’ and memory systems, and stimulus saliency. An extensive review on the utility of P300 latency as an index of mental chronometry has been done by Verleger [60]. In this review, it is concluded that only in simple paradigms P300 is involved solely with stimulus processing. More complicated test designs involve P300 also in response selection and increase the P300 latency as a function of the complexity of the cognitive processing in the task. In the study of Kutas et al. [38] the latency of the P300 has been shown to reflect the time required for stimulus evaluation and categorisation and to be relatively independent of response selection and executive processes. The correlation between P300 latency and reaction time varies with the performance accuracy demanded from the subjects [38]. The P300 reflects both the stimulus evaluation and orientation capability of the subject and does not require an overt motor response for its generation [58].

The amplitude of the P300 is related to processing capacity and context updating. The P300 component (especially P3a) has seen as an index of a basic sensory mechanism which register any change in a background stimulus, perhaps by means of mismatching a specific neural "model" established by repetition of the background [56, 12]. In this context a neural model is defined as a schema that exists in the subjects brain about the situation and the P300 is an output of a mismatch detector. The larger the amplitude of the P300, the larger the change in the model. The context updating theorem states that P300 amplitude indexes brain activity that is required when the mental model of the stimulus environment (i.e. the context) is updated. This context updating theorem has its roots in Sokolov’s model of the orienting response as it somehow satisfies properties related to the orientation reaction and is related to the processes involved in shifts of attention [12]. For a review on the P300 component as a manifestation of context updating, see [11]. The P300 amplitude is related to the allocation of perceptual resources and could be used for discriminating between levels of mental workload [29, 28]. The utility of P3 amplitude as a measure of processing capacity is reviewed in [36].

Time of day has captured minimal attention when recording event related potentials. Time of day, repeated tests and interblock interval also affect the P300 component [61]. Amplitudes are higher in the morning compared to afternoon.
across six times repeated blocks suggesting a circadian variation in cognitive processes underlying P300.

Variability of the P300 component during a measurement session (latency and amplitude) has been widely studied. Main areas of research of intra-subject variability of the P300 component have been within 1) habituation of amplitude and changes in latencies when time on task increases [3, 48, 61, 49, 40, 22, 54] and 2) sequential effects of stimulus train on P300 [15, 56, 30, 39, 23].

2.1.1 Habituation of the P300 component

Habituation is defined as a decrease in a response resulting from repeated stimulation. It has been proven that habituation of vertex potential evoked by a train of auditory stimuli is more rapid and more pronounced the faster the stimuli are presented and the decrease for the stimulus repetition followed approximately a negative exponential function [21]. Several studies have shown that the human cortex meets the main criteria of habituation [61, 40, 54]. However, habituation of the P300 component has not been so obvious in studies [48, 49, 22].

Amplitudes of the P300 component showed habituation when comparing six blocks of repeated P300 measurement sessions to each others [61]. Same phenomenon was confirmed in study of Polich [49], where ten block of repeated measurement sessions were compared to each others. P300 amplitude seems to dishabituate with the presentation of a new target stimulus [49]. The habituation of auditory P300 is also seen when using a single-stimulus paradigm, where just one kind of stimulus are presented and the subject has to respond when a stimulus occurs [47]. Even though the latencies are shorter and amplitudes smaller for single-stimulus elicited P300 than for the oddball task, the habituation effect is similar in both paradigms.

The response mode and stimulus modality can also affect the habituation of P300 amplitude and latency [40, 22]. Lew and Polich [40] speculated that if P300 is sensitive to the amount of attentional resources allocated to the processing of a target stimulus, P300 should habituate more slowly for a target trial counting task than for a “press a button when a target occurs” task. When subjects pressed a button in response to the target tone, P300 amplitude declined rapidly and produced a highly reliable habituation effect whereas counting stimuli did not produce a reliable overall decline with trial block. Counting the number of targets increases memory load and requires more attentional resources which inhibits the reduction in P300 amplitude with repeated target presentation. On the other hand it has been speculated that the count mode requires more available processing resources and thus the overall P300 amplitude is diminished and therefore habituation may not be seen [13].

P300 has not been seen to habituate for repeated visual stimuli [22]. It has been speculated that visual stimulus processing demands more attentional
resources than auditory because of the dominance of visual input on attentional processes. On the other hand, slight habituation for visual stimulus was seen in [54]. Another study showed a fast response decrement at Fz electrode when visual stimuli were presented with random inter-stimulus-interval (ISI) between 16 to 29 seconds without any task requirements with respect to the stimulus [62]. No short time span habituation was seen in other electrode locations Cz, Pz and Oz.

The number of target trials needed for complete habituation of P300 component has also been studied. Single-trial responses were compared to the average of responses and the P300 component was detected visually from the single trials and wide inter-subject variation for the single-trial latencies and amplitudes was seen. Amplitude habituation was not seen during the 15 first stimuli in study [49]. The habituation of amplitudes was noticed when ten blocks of oddball paradigms were repeated until 20 successive target trials for each block were achieved and these block averages were compared. This comparison showed that P300 habituates when about 200 target stimuli are presented.

In conclusion, habituation in P300 paradigm has been seen in long recording sessions. A difference in results concerning different modalities e.g. habituation in auditory or visual stimuli has been described. The response mode also seems to effect the habituation of P300 response.

2.1.2 Sequential effects of the stimulus train

The effect of stimulus sequence on the P300 component was first introduced in 1976 [57]. Systematic variation in the P300 component as a function of the sequence of preceding stimuli train was found. The amplitude of the P300 invoked by a target stimulus increased with the number of standard stimuli that preceded it. This variation seemed to result mainly in changes in amplitude and not in large changes in the latencies of the P300s. Squires has also pointed out that sequential effects appear both in auditory and visual oddball series and no fundamental differences between the two modalities was found [56].

The effect of stimulus sequence depends also on the global probability of the target stimuli; the effect is more efficient with the lower global probability [15]. In some other studies this global probability related sequential effect was not found [20, 3]. Neither the amplitude nor the latency were affected by the sequential effect when probabilities of 0.083, 0.042 and 0.021 were used [20]. However, it was discussed that the probability range used may not be wide enough to invoke that effect.

The amplitude of P300 has been found to be inversely proportional to the subjective probability, that varies from trial to trial depending on the specific sequence of stimuli preceding each target event [30]. Thus the variability in P300 amplitude as a function of stimulus sequence is resulting from cognitive
processes rather than habituation or adaptation.

Several studies have investigated whether the P300 amplitude is related to the sequential probability (probability of the certain stimulus within a number of stimuli) or the temporal probability (the probability of the certain stimulus within a period of time). Influence of the inter-stimulus interval on sequential effects in P300 component was studied in [39], as ISI modulates the effect of the global stimulus probability. However, higher order effects were unmodulated by the ISI, indicating that P300 is determined by structural aspects of the stimulus sequence rather than time-dependent memory decay caused by prolonged inter-target interval. The finding that P300 amplitude does not vary with the amount of time passing between targets was confirmed in a study of Rasmusson & al. [53]. Inter-target interval was systematically varied between 5–20 seconds and no effects were found. However, in another study, in which both the inter-stimulus interval and the sequential probability of the target tone were systematically manipulated [18], the result indicated that the amplitude of P300 is related to temporal rather than sequential probability. Target-to-target interval was also varied in [4] and [26]. These studies also suggest that P300 amplitude and latency variability are affected by target to target interval rather than structure of stimulus train and target probability per se.

The sequential effect did not seem to be age-related [19]. The data from younger and older adults behave in a similar manner, although P300 latencies are longer for the elder group. The sequential effect is more pronounced in children than in adults [33], reflecting more rapid loss of the neural model of the target stimulus during a long inter-target interval in children than in adults.

The sequential structure effect behave differently in some diseases compared to normals subjects. In a study of an Alzheimer group it was also found that P300 latency changes with sequence position in a linear manner compared to controls but with a diminished amplitude [23]. Schizophrenic patients have reduced P3 amplitudes compared to healthy subjects and this amplitude reduction is specific to certain sequential structure conditions [25].

Compared to normal children, shorter P300 latencies and more frontal P300 amplitude distribution to the target stimuli are seen in easily distractible children when target-to-target interval increases [33]. The authors speculate that in distractible children, the neural model of the P300 decays faster and thus a long inter-target interval results in activation of the brain’s orienting network that are known to generate shorter latency brain responses (P3a like potential).

In conclusion, sequential structure of the stimulus train is shown to affect to both P300 latency and amplitude data. It is still unclear whether the effect is due to the structure of the stimulus cue per se (local probability and the number of preceding standard stimuli) or temporal factors (inter-target interval). Thus, in study conditions that use fixed ISI, sequential and temporal factor effects can
not be distinguished.

2.2 Analysis methods in ERP-analysis

Recorded ERP waveforms $z$ are often modelled with an additive model:

$$z_k(t) = s_k(t) + n_k(t),$$ (2.1)

where $t$ is time, $k$ corresponds to response number, $s_k$ represents the signal (i.e. the desired event related potential) and $n_k$ the noise (i.e. unwanted activity, not systematically related to the stimulus). The signal is frequently modelled as a deterministic waveform, in which it is assumed that it is repeated exactly same for each stimulus application. The noise process is modelled as a stationary random process. Thus the average value of the noise is assumed to be zero. As seen in previous sections, it is well known that at least the cognitive ERPs may show considerable trial-to-trial variability during measurement session. More realistic assumptions allow randomness in the signal $s$ and non-stationary behaviour in the EEG. Need for more sophisticated signal analysis methods was noticed early in ERP studies. Currently several methods have been developed for different purposes as the post processing of the measurements has become possible.

In this section some of the ERP-analysis methods are briefly reviewed and their benefits and drawbacks are discussed. Some of these methods are presented more widely in the next chapter. For review of different analysis methods, see also [1, 41, 43]. Comparisons of different methods are presented in [44, 45].

2.2.1 Averaging

The most widely used method of ERP analysis is the so-called ensemble averaging. The method is easily implemented, simple to use and the interpretation of the results is quite simple and does not require an extensive background in signal analysis.

The measurement corresponding to the $k$'th stimulus can be written

$$z_k(t) = s(t) + n_k(t)$$ (2.2)

The stimuli are repeated for a sufficient number of times $K$ and the stimulus-related average is computed in order to obtain the estimate of the mean value of the measured data points.

$$\hat{s}(t) = \frac{1}{K} \sum_{k=1}^{K} z_k(t) = \frac{1}{K} \sum_{k=1}^{K} s(t) + \frac{1}{K} \sum_{k=1}^{K} n_k(t).$$ (2.3)

If the background is zero mean and in a wide sense stationary, we have

$$\frac{1}{K} \sum_{k=1}^{K} n_k(t) \xrightarrow{K \to \infty} 0.$$ (2.4)
With these assumptions the average $\bar{s}(t)$ is the best estimator in the mean-square sense for the underlying evoked potential $s(t)$.

### 2.2.2 Cross-correlation method, Woody-averaging

Cross-correlation methods are based on analysis of similarities between the ERP waveform and a template. Choice of template should be made in order to have a similar waveshape between the template and the component of interest. The model assumes that the ERP waveform is the same for all stimuli but the latency is not. Thus the additional noise model can be written as

$$z_k(t) = s(t - \tau_k) + n_k(t), \quad (2.5)$$

where $\tau_k$ represents a random time variable.

Woody proposed the use of an average waveform as the first template [63]. Before applying cross-correlation, each ERP epoch is normalised. This normalisation implies that the amplitude of P300 is not a defining characteristic, but the shape of it is. With normalisation the information about amplitude variation is lost. The ERP waveforms are shifted temporaly to aim maximum correlation with the template. The shifted waveforms are then re-averaged and the new average is used as a template for a new iteration. This iteration procedure is repeated until the template does not show any change from the previous iteration. The Woody method has been useful for the estimation of single trial latencies. If, however different components within each ERP have latency shifts that are independent of each other, improvement is not achieved.

### 2.2.3 Latency-corrected averaging

With the assumption that each component of ERP has latency changes independent of each other, it is reasonable to detect each component separately. After detecting components a histogram of their latencies is generated. By suitable statistical test, the peaks corresponding to signal components are separated from peaks corresponding to background EEG. Then peaks corresponding to the same ERP component are aligned and averaged. This method is called latency corrected averaging, LCA [42]. LCA is not a continuous waveform, as short time segments of ERPs are averaged independently of each other. This method allows the latencies of components in the same waveform to vary independently. By using LCA a number of additional parameters of ERP waveforms are achieved; the average latency and amplitude of each peak, the variance of the latency and amplitude of each peak and the number of peaks detected at each latency. The procedure for converting the disjoint segments of the LCA into a continuous waveform is presented for example in [44].
2.2.4 Wiener-filtering

The technique of a posteriori Wiener filtering is optimal for minimizing the mean squared error of the estimate when the following three assumptions hold: the signal and noise are additive, statistically independent and each is a sample function from a wide-sense stationary random process [7]. Under these assumptions the transfer function of the Wiener filter for a signal embedded in additive noise can be written in the frequency domain as

\[ H(\omega) = \frac{S_s(\omega)}{S_s(\omega) + S_n(\omega)} \]  

(2.6)

where \( S_s(\omega) \) is the spectral density of the signal and \( S_n(\omega) \) is the spectral density of the noise.

For the average evoked potential, the optimal Wiener filter transfer function is

\[ H(\omega) = \frac{S_s(\omega)}{S_s(\omega) + \frac{1}{K} S_n(\omega)} \]  

(2.7)

where \( K \) is the number of waveforms used to obtain the average. In practice the power density spectra of the signal and the noise are unknown, but can be estimated from the ensemble. Spectras can be estimated as the squared magnitude of the Fourier transform, as the Fourier transform of the autocorrelation function after appropriate windowing or as the smoothed periodogram. In practice the theoretical least-squared error is not reached, since the optimal Wiener filter transfer function is in itself an estimate.

Wiener filtering is a noncausal procedure, thus the entire waveform has to be available for processing. This is not a problem in ERP studies; usually the whole data is recorded at the same time and processed afterwards.

As ERP is a transient time-varying response, it is unlikely that time-invariant systems will produce optimal results. In Wiener filtering this means that the power density spectra which appear in equation 2.7 could be replaced with their time-varying counterparts. After this procedure the optimal time-varying system function is given by

\[ \hat{G}(t, \omega) = \frac{S_s(t, \omega)}{S_s(t, \omega) + \frac{1}{K} S_n(t, \omega)} \]  

(2.8)

where \( t \) refers to the time-lag relative to stimulus onset.

\( \hat{G}(t, \omega) \) is no longer a transfer function in the classical sense, rather it is a weighing function. Time-varying filtering is a time-varying generalisation of a posteriori Wiener filtering. The benefit of this time-varying version is that it tries to cope with non-stationarities of the noise and the ERP signal. However, the estimation of a time-varying power spectrum is not very obvious. If the signal and the noise overlap simultaneously in time and frequency, both the
noise and signal are attenuated. The most apparent benefit is achieved when the waveform can be easily recognized in the background. If this is not a case, Wiener filter should not be used. The method does not substitute averaging, but it can be used to improve signal to noise ratio whenever further improvement by other methods is unlikely. The obvious solution to obtain the time-varying power spectra is the use of a bank of proportional bandwidth filters [5, 6].

2.2.5 Principal component analysis

The method of principal component analysis (PCA) allows to compare large sets of ERP waveforms by producing a set of 'principal components', or waves that are common to all of the potentials under consideration, the so-called basic waveforms [13]. The set of measurements is presented as a weighted sum of orthogonal basis waveforms, i.e. basis vectors. The weights (eigenvalues) and the basis vectors (eigenvectors) are obtained from the eigendecomposition of either the covariance or correlation matrix of the set of measurement vectors. The principal component analysis gives information on the second order statistics of the set of waveforms. By analysing the contributions of the basis vectors needed to represent each waveform in the set with a given degree of accuracy, one can qualitatively determine the degree of interdependence between the set of waveforms. The property of orthogonality has sometimes lead to misinterpretation of the results obtained with this method: the eigenvectors are thought to correspond to independent physiological generators. This assumption is erroneous since the eigenvectors are necessarily orthogonal due to the symmetry of the correlation (covariance) matrix.

2.2.6 Wavelet analysis

The wavelet analysis has been used to decompose the ERP signal onto a space with basis functions. With this technique the ERP is assumed to be the result of the superimposition of wave packets in various frequencies with varying degrees of frequency stabilization, enhancement and time locking within conventional frequency bands of the ongoing EEG activity such as delta, theta, alpha and gamma ranges. The wavelet analysis treats ERP responses in time frequency plane and has yielded to new knowledge about ERP components [9, 8]. However, the selection of relevant frequency band and the interpretation of the results in frequency domain is a challenging task.

2.2.7 Other single trial methods

Use of a deconvolution method, called enhanced averaging, is presented in [44]. The recorded waveform is convolved with a composite filter that relates the true signal to the estimate. The method is easy to use and does not require complex
programming. It reveals some high frequency components present in the average but provides much less resolution of the smaller peaks than the LCA.

In [37] Krieger et al. propose the use of an iterative Kernel estimator to estimate cognition related signals varying from trial to trial. They also pointed out the problem of parametrisation of single-trial estimates. Typically the parametrisation is carried out by manual or semi-automatic determination of the maximum peak within a predetermined latency range. Neither of these determination is an objective method, thus more automatic methods should be used.

A method that combines techniques from non-linear time series analysis with the wavelet transform was used in [16]. A method of non-linear de-noising was applied to both intra- and extracranially recorded ERPs in order to obtain additional information on dynamic neural processes. It was shown that with this method more accurate information was available, for example identification of possible correlations between various ERP components was possible.

2.3 Signal analysis

This chapter presents the background of the estimation theory that is essential for understanding the single trial analysis method used in this thesis. The method itself is introduced in chapter 6.

2.3.1 Introduction

The problem in estimation theory of evoked potentials is to model reality from some measured signal that may contain errors. With single-trial estimation our goal is to get an estimate for every single event-related potential \( s \) based on measured data \( z \). A single-trial estimator thus filters out the unwanted effect of the background EEG \( v \) from the measurements \( z \). The additive noise model, which is mostly used to model ERP measurements, can be written in the form

\[
z = s + v = H\theta + v
\]  

where \( H \) is an observation matrix that does not contain parameters to be estimated whereas the parameters that are to be estimated are denoted with \( \theta \). The event related potential is thus modelled as a linear combination of some basis vectors, namely the columns of the matrix \( H \). The equation 2.9 is called the linear observation model. It connects sampled measurements \( z \) with the parameters \( \theta \) and the measurement errors \( v \).

The event related potential \( s \) is modelled with a linear model \( s = H\theta \). The single event related potentials are modeled as linear combinations of some basis vectors \( \psi_i \) that are the columns of the matrix \( H = (\psi_1, \ldots, \psi_p) \). The task is then
to form an estimate \( \hat{\theta} \) for the parameters \( \theta \) corresponding to each measurement \( z \). The single-trial estimate of the event related potential is then of form

\[
\hat{s} = H\hat{\theta}.
\]

(2.10)

### 2.3.2 Bayes cost method

If we assume that \( \theta \) is a random vector with a known linear joint density \( p(\theta, z) \) with the measurement \( z \), we have made the so-called Bayesian assumption. For solving the estimator \( \hat{\theta}(z) \) this assumption leads to the Bayes cost method. The Bayes estimation criterion states: For a given cost function \( C(\theta, \hat{\theta}) \), the Bayesian estimator \( \hat{\theta}_B \) is selected so that

\[
B(\hat{\theta}_B) \leq B(\hat{\theta})
\]

(2.11)

for all \( \hat{\theta} \). So the Bayesian estimator is the one that minimises the Bayes cost.

Different choices of the cost function lead to different estimators. Estimators that are essential for the single trial method used in this thesis are presented.

### 2.3.3 Linear minimum mean square estimator

In this thesis the form of the estimator is restricted to be a linear function of data

\[
\hat{\theta} = Kz.
\]

(2.12)

Let \( \theta \) and \( z \) be random vectors with zero means and known covariances. The task now is to derive the estimator that is of the form 2.12. In minimum mean square estimation the squared norm of the estimation error \( \tilde{\theta} = \theta - \hat{\theta} \) is minimized.

\[
C_{MS}(\theta, \hat{\theta}) = \| \theta - \hat{\theta} \|^2
\]

(2.13)

\[
= \hat{\theta}^T\hat{\theta}
\]

(2.14)

Noted that

\[
B_{MS}(\hat{\theta}) = E\{\tilde{\theta}^T\tilde{\theta}\}
\]

(2.15)

\[
= E\{(\theta - \hat{\theta})^T(\theta - \hat{\theta})\}
\]

(2.16)

\[
= \text{trace}E\{((\theta - \hat{\theta})(\theta - \hat{\theta})^T}\}
\]

(2.17)

where trace(\(A\)) is defined to be the sum of the diagonals of a square matrix \(A\).

Thus the estimation error covariance is

\[
C_{\theta} = E\{(\theta - \hat{\theta})(\theta - \hat{\theta})^T\}
\]

(2.18)

\[
= E\{(\theta - Kz)(\theta - Kz)^T\}
\]

(2.19)

\[
= \theta\theta^T - \theta(Kz)^T - Kz\theta^T + Kz(Kz)^T
\]

(2.20)

\[
= C_{\theta} - KC_{\theta}z = C_{\theta}K^T + KC_{z}K^T
\]

(2.21)

\[
= C_{\theta} + (K - C_{\theta}C_{z}^{-1})C_{z}(K - C_{\theta}C_{z}^{-1})^T - C_{\theta}C_{z}^{-1}C_{z0}
\]

(2.22)
where it is assumed that $C_z$ is invertible. Only the second term on the right hand side depends on the matrix $K$. The Bayes cost is thus minimised when

$$K = C_{\theta z} C_z^{-1}$$

(2.23)

so the linear minimum mean square estimate is

$$\hat{\theta}_{LMMS} = C_{\theta z} C_z^{-1} z$$

(2.24)

and the estimation error covariance is form

$$C_{\theta \hat{\theta}_{LMMS}} = C_{\theta} - C_{\theta z} C_z^{-1} C_{z \theta}$$

(2.25)

The estimator 2.24 is optimum when its structure is restricted to be linear. No assumptions have been made about the densities of the measurements and the parameters.

2.3.4 Minimum mean square estimation

If $\theta$ and $z$ are jointly Gaussian, then the linear minimum mean square estimator is not only the optimal linear estimator but the overall optimal estimator for $\theta$ [31]. So the minumum mean square estimate is

$$\hat{\theta}_{MS} = C_{\theta z} C_z^{-1} z$$

(2.26)

and the estimation error covariance is in the form

$$C_{\theta \hat{\theta}_{MS}} = C_{\theta} - C_{\theta z} C_z^{-1} C_{z \theta}$$

(2.27)

that is exactly the linear minimum mean square estimator.

Next a model for the dependence between observations and parameters is examined. The additive noise model 2.9 where $v$ and $\theta$ are random is used. Let $v$ and $\theta$ have zero means and known covariances. The measurements $z$ then have

$$C_z = zz^T$$

(2.28)

and the cross covariances are

$$C_{\theta z} = E \{ \theta (H \theta + v)^T \}$$

(2.29)

$$= C_{\theta \theta} H^T + C_{\theta v}$$

(2.30)

that is exactly the linear minimum mean square estimator.
and

\[
C_{z\theta} = E\{(H\theta + v)\theta^T\} \quad (2.37)
\]
\[
= \theta(H\theta)^T + \theta v^T \quad (2.38)
\]
\[
= HC_{\theta} + C_{v\theta} \quad (2.39)
\]

With these the linear mean square estimate can be written as

\[
\hat{\theta}_{LMMSE} = C_{\theta z}C_{z}^{-1}z = (C_{\theta}H^T + C_{\theta v})(HC_{\theta}H^T + HC_{\theta v} + C_{v\theta}H^T + C_{v})^{-1}z \quad (2.40)
\]

with error covariance matrix

\[
C_{\hat{\theta}_{LMMSE}} = C_{\theta} - (C_{\theta}H^T + C_{\theta v})(HC_{\theta}H^T + HC_{\theta v} + C_{v\theta}H^T + C_{v})^{-1}(HC_{\theta} + C_{v\theta}) \quad (2.41)
\]

A special case of this model is when \(\theta\) and \(v\) are uncorrelated, i.e. \(C_{v\theta} = C_{v\theta} = 0\). Then the equations for the estimate and the error covariance reduce to

\[
\hat{\theta}_{LMMSE} = C_{\theta}H^T(HC_{\theta}H^T + C_{v})^{-1}z \quad (2.42)
\]
\[
C_{\hat{\theta}_{LMMSE}} = C_{\theta} - C_{\theta}H^T(HC_{\theta}H^T + C_{v})^{-1}HC_{\theta} \quad (2.43)
\]

Applying the so-called matrix inversion lemma [24]

\[
\begin{pmatrix}
C_{\theta} & C_{\theta z} \\
C_{z\theta} & C_{z}
\end{pmatrix}^{-1} = \begin{pmatrix}
C_{11} & C_{12} \\
C_{21} & C_{22}
\end{pmatrix} \quad (2.45)
\]

where

\[
C_{11} = (C_{\theta} - C_{\theta z}C_{z})^{-1} = C_{\theta}^{-1} + C_{\theta}^{-1}C_{\theta z}C_{z}C_{\theta}C_{\theta}^{-1} \quad (2.46)
\]
\[
C_{22} = (C_{z} - C_{z\theta}C_{\theta}^{-1}C_{\theta})^{-1}C_{z}^{-1} + C_{z}^{-1}C_{z\theta}C_{11}C_{\theta}C_{z}^{-1} \quad (2.47)
\]
\[
C_{12} = C_{21} = -C_{11}C_{\theta}C_{z}^{-1} = -C_{\theta}^{-1}C_{\theta z}C_{z} \quad (2.48)
\]

the model for linear mean square estimate and error covariance matrix is obtained

\[
\hat{\theta}_{LMMSE} = (C_{\theta}^{-1} + H^TC_{v}^{-1}H)^{-1}H^TC_{v}^{-1}z \quad (2.49)
\]
\[
= C_{\hat{\theta}_{LMMSE}}H^TC_{v}^{-1}z \quad (2.50)
\]
\[
C_{\hat{\theta}_{LMMSE}} = (C_{\theta}^{-1} + H^TC_{v}^{-1}H)^{-1} \quad (2.51)
\]
2.3.5 Gauss Markov methods

Gauss-Markov theorem states that when estimating parameters in a linear model, the linear least squares estimator is the most efficient of all unbiased estimators which can be reduced to linear functions of the data. There are cases where other estimators are more efficient, but they are not linear functions of the data.

Next the situation where the parameters $\theta$ are unknown but non-random is to be considered. The observation model is, again, linear, that is

$$z = H\theta + v$$  \hspace{1cm} (2.53)

where $v$ is random and has a zero mean and covariance $C_v$. The linear unbiased estimator $\hat{\theta}$ minimises the criterion

$$E\{\| \theta - \hat{\theta} \|^2 \} = E\{(\theta - \hat{\theta})^T(\theta - \hat{\theta})\}$$ \hspace{1cm} (2.54)

$$= \text{trace}E\{(\theta - \hat{\theta})(\theta - \hat{\theta})^T\}$$ \hspace{1cm} (2.55)

$$= \text{trace}C_{\hat{\theta}}$$ \hspace{1cm} (2.56)

Let

$$\hat{\theta} = Kz + k$$  \hspace{1cm} (2.57)

with the requirement

$$E\{\hat{\theta}\} = \theta$$  \hspace{1cm} (2.58)

Then

$$E\{\hat{\theta}\} = E\{Kz + k\}$$ \hspace{1cm} (2.59)

$$= KE\{z\} + k$$ \hspace{1cm} (2.60)

$$= KE\{H\theta + v\} + k$$ \hspace{1cm} (2.61)

$$= KH\theta + k$$ \hspace{1cm} (2.62)

Taking in account the requirement 2.58 $K$ and $k$ must satisfy

$$KH = I, K = 0$$ \hspace{1cm} (2.64)

For the error covariance $C_v$ it can be written

$$C_{\hat{\theta}} = E\{(\theta - \hat{\theta})(\theta - \hat{\theta})^T\}$$ \hspace{1cm} (2.65)

$$= E\{(\theta - Kz)(\theta - Kz)^T\}$$ \hspace{1cm} (2.66)

$$= E\{(\theta - KH\theta - K\theta)(\theta - KH\theta - K\theta)^T\}$$ \hspace{1cm} (2.67)

$$= E\{Kv\theta^TK\theta\}$$ \hspace{1cm} (2.68)

$$= KC_vK^T$$ \hspace{1cm} (2.69)
The Gauss-Markov Theorem states that the linear minimum variance unbiased estimate of $\theta$ is given by

$$
\hat{\theta}_{GM} = (H^T C_\theta^{-1} H)^{-1} H^T C_\theta^{-1} z
$$

if each element of $z$ is unbiased i.e. $E\{\hat{\theta}\} = \theta$. The error covariance of the solution is

$$
C_{\hat{\theta}_{GM}} = (H^T C_\theta^{-1} H)^{-1}
$$

It is worth to notice that the ordinary Gauss-Markov estimate $\hat{\theta}_{GM}$ can be obtained from $\hat{\theta}_{LMMS}$ formally by setting $C_\theta^{-1} = 0$. This means that no a priori information is available about $\theta$ that is, nothing is assumed on the properties of the parameters $\theta$. The Gauss-Markov estimate $\hat{\theta}_{GM}$ also minimises the variance of the estimator and is thus also called the linear minimum variance estimator $\hat{\theta}_{LMV}$.

### 2.3.6 LS-estimation

In the least squares solution neither the parameters $\theta$ or the error $v$ in observations is interpreted as random. The observation model is

$$
z = h(\theta) + v
$$

where $\theta$ and $v$ are unknown but non-random. The least squares estimator $\hat{\theta}_{LS}$ minimises the 2-norm of residual $r = z - \hat{z}$ and is form

$$
\hat{\theta}_{LS} = (H^T H)^{-1} H^T z
$$

The least squares and the Gauss-Markov estimates can be seen as Bayesian estimates with no prior information about the parameters $\theta$.

### 2.3.7 Selection of the basis vectors

The linear least squares problem can be seen as an interpretation of the measurements $z$ as a linear combination of some basis vectors, in other words the basis vectors span a subspace that determines the model for the evoked potentials. A special case is obtained when the basis vectors $\psi_i$ are mutually orthonormal. This means that $H^T H = I$ and the least squares solution is

$$
\hat{\theta} = (H^T H)^{-1} H^T z = H^T z.
$$

The estimate for the observations $z$ using this base is then of form

$$
\hat{z} = H \hat{\theta} = HH^T z = \sum_{i=1}^{p} \psi_i c_i
$$
where \( c_i = \psi_i^T z \), that is, the inner product of the data with the basis vector.

An infinite number of different sets of basis vectors span the same subspace and thus it is important to choose a suitable basis for the estimation. If we have some information about the characteristic of the measurements we can use this information in basis vectors selection. If we do not have any kind of information about measurements, some generic vectors that we assume can model the data can be used. For example sampled polynomials, trigonometric functions or sets of Gaussian shaped vectors are possible choices. Any mixture of these is also possible.

### 2.3.8 Principal component analysis and regression

When measurements \( z \) are random, the coefficients \( c_i \) are also random parameters. Now we require that the chosen basis can express the evoked potentials with a minimum number of basis vectors. Thus if the statistical properties of the measurements are known, the optimal set of basis vectors are formed. To achieve this goal our requirement for coefficients \( c_i \) is that they are uncorrelated and we can write

\[
E\{cc^T\} = E\{H^Tzz^T H\} = H^T R_z H \quad \text{(2.76)}
\]

\[
= \text{diag}(\sigma_1^2, \ldots, \sigma_p^2) \quad \text{(2.77)}
\]

This is an eigenproblem. The desired basis vectors are obtained as the eigenvectors of the data correlation matrix \( R_z \).

With the selection of the eigenvector decomposition of the data matrix as the basis in least-square estimation the model can be written in the form

\[
z = H_S \theta + v \quad \text{(2.79)}
\]

where \( H_S \) contain the \( p \) first eigenvectors of the data correlation matrix \( R_z \). \( S \) stands for the subspace spanned by these vectors. The Gauss-Markov estimate is then

\[
\hat{\theta} = \left( H_S C^{-1}_v H_S \right)^{-1} H_S^T C^{-1}_v z \quad \text{(2.80)}
\]

\[
\hat{s} = H_S \hat{\theta} \quad \text{(2.81)}
\]

The correlation matrix of the evoked potential is usually not known. In some cases the first eigenvectors of the data correlation matrix \( R_z = E\{zz^T\} \) span nearly the same subspace than the first eigenvectors of the evoked potentials correlation matrix \( R_s \). Then we can approximate the evoked potentials subspace by the first eigenvectors of \( R_z \). This approach resembles the use of the principal component regression where evoked potentials are forced to lie in the principal subspace spanned by the columns of \( H_S \).
2.3.9 Subspace regularization

A generalised least squares solution for the parameters $\theta$ can be written as

$$\hat{\theta}_n = \arg \min \{ \| L_1(z - H\theta) \|^2 + \alpha^2 \| L_2(\theta - \theta^*) \|^2 \} \quad (2.82)$$

where $L_1^T L_1 = W_1$ and $L_2^T L_2 = W_2$ are positive definite weighting matrices. The solution $\hat{\theta}_n$ is called the Tikhonov regularised solution and it is a modification of the ordinary weighted least squares solution $\hat{\theta}_{LS} = \arg \min_\theta \{ \| L_1(z - H\theta) \|^2 \}$ to the direction in which the side constraint (the norm $\| L_2(\theta - \theta^*) \|$) gets smaller.

The regularisation parameter $\alpha$ controls the weight given to minimisation of the side constraint $\| L_2(\theta - \theta^*) \|^2$ relative to minimisation of the weighted least squares index $l_{LS} = \| L_1(H\theta - z) \|^2$. The term $\theta^*$ is the initial (prior) guess for the solution. The regularised solution can be written in the form

$$\hat{\theta}_n = (H^TW_1H + \alpha^2W_2)^{-1}(H^TW_1z + \alpha^2W_2\theta^*) \quad (2.83)$$

Generic vectors are robust and easy to generate. On the other hand the eigenvector basis is optimal for a set of measurements. These two bases can be combined and use a generic basis as a model for the evoked potentials and the eigenvector basis to represent prior information about the measurement.

We assume that the columns of the matrix $H_S$ contain an orthonormal basis of the subspace $S$ and the evoked potential is close to this subspace. The projection of evoked potential $s = H\theta$ onto subspace $S$ is $(H_S^TH_S)H\theta$ and distance of $s$ from $S$ is

$$\Omega(\theta) = \| H_S^TH_S\theta - \theta \| = \| (H_S^TH_S - I)\theta \|. \quad (2.84)$$

This quantity can be used as a side constraint in the regularised least squares solution and we obtain

$$\hat{\theta} = \arg \min \{ \| L_1(z - H\theta) \|^2 + \alpha^2 \| (I - H_S^TH_S)\theta \|^2 \}. \quad (2.85)$$

Since $L_2^T L_2 = H^T(I - H_S^TH_S)^T(I - H_S^TH_S)H = H^T(I - H_S^TH_S)H$, the desired solution for the parameters $\theta$ can be written

$$\hat{\theta}_S = (H^TL_1^TL_1H + \alpha^2H^T(I - H_S^TH_S)H)^{-1}H^Tz. \quad (2.86)$$

If we select $\alpha = 0$, the solution $\hat{\theta}_S$ is equivalent to the gauss-Markov solution.

For event related potentials one can select $L_1^T L_1 = C_v^{-1}$ if the covariance of the background EEG can be estimated. The estimate for the event related potential is then

$$\hat{s}_S = H\hat{\theta}_S. \quad (2.87)$$
Aim of this study was to examine the hypothesis that single-trial estimates give more information about shifts in attention and alertness of subjects than the average of the event related responses. It is assumed that by using the single trial method it is possible to gain more precise information about the characteristics of the P300 component and the analysis of the single trial responses extracts features of the P300 not visible in the averaged waveforms.

The well known potential, P300, is known to vary both in latency and amplitude during the measurement session. Two phenomena have been reported to cause variability in the P300. These phenomena are: time on the task and the local changes in the oddball stimulus sequence. Thus this potential was chosen for further analysis.

In this study a single-trial estimation method introduced in [32] is used to analyse more accurately the latency and amplitude variation of the P300 component during the oddball paradigm. The method uses the most available a priori information in defining the P300 component.

The foci of this thesis are

1. The evaluation of the single-trial method introduced in [32] by comparing the analysis results of a set of clinical ERP measurements between the single trial and the conventional averaging method.

2. The examination of the single-trial variability of the P300 component during the auditory oddball test.
4.1 Task

The ERPs were recorded using an auditory oddball-paradigm in an otherwise silent room. The subject was asked to press a button as soon as he/she heard the target stimulus, and was also instructed to keep the eyes open and to look at a fixation point straight ahead.

4.2 Subjects

A total of 12 normal females aged 30 ± 4.5 years (aged 25-39 years) with no known history of medication affecting the central nervous system participated this study. The subjects had at least a high-school diploma as their educational level. All subjects reported normal hearing. All subjects participated voluntarily in the experiment and the study was accepted by the local ethical committee.

4.3 Stimuli and Responses

The ERPs were recorded using an auditory oddball paradigm with 85 % standard (800 Hz) and 15 % of target (560 Hz) tones. The duration of each stimuli was 84 ms including 7 ms rise and fall times. Interstimulus interval (ISI) was 1 s and the total number of stimuli was 600. The stimuli sequence was generated as Bernoulli trials, so also two targets could occur in succession. The same stimuli sequence was used with all subjects. The experimenter tested the individual hearing level at the beginning of the recording session. The stimuli were delivered by earphones to the right ear of the subject at 60 dB above the hearing level. The experimenter observed each subject’s performance. The subjects performed the task mostly without errors.
4.4 Electrodes

The ERPs were recorded using Ag/AgCl electrodes placed on the scalp according to the International 10-20 System. The vertical eye movements were recorded by electrodes placed at above and below of the right eye and horizontal eye movements by electrodes placed at the right and left canthus. All other electrodes were referred to the right mastoid. Electrodes were affixed with adhesive paste and the interelectrode impedance was less than 5 kΩ.

4.5 Amplification and Analog-to-Digital (A/D) conversion

Signals were amplified and filtered by a Neuroscan Synamps amplifier with a bandpass 0.3-50 Hz and sampled continuously at 250 Hz. Trigger pulses from a Neuroscan Stim Audio System P/N 1105 controlling stimuli were stored together with the electrophysiological data in all subjects.

4.6 Data analysis

The midline electrodes Fz, Cz and Pz were chosen for further analysis of the P300 component. The continuous data were transformed off-line to epochs of 0 to 500 ms relative to the onset of each stimulus. Epochs containing eye movements artifacts were excluded from further analysis, using both automatic (trials exceeding ±70 mV) and visual inspection of the data. After artifact rejection at least 50 artifact-free target responses remained for further analysis. Both conventional averaging and a single trial method were used to estimate P300 responses.

4.6.1 Analysis of the conventional average P300-response

For habituation comparisons the stimulus sequence was divided into two blocks, the first half of measurement and the second half of measurement. Both blocks contained 40 target stimuli and after artifact rejection there was 25 to 30 target responses in each block.

In order to study the sequential effects of the stimulus train, two averages were calculated: the average for responses to target tones that were preceded by five or fewer consecutive standard tones and the average for responses to target tones that were preceded by six or more consecutive standard tones.

The P300 peak was defined as a maximum peak within 250-500 ms. The amplitude of the P300 was measured relative to the 100 ms pre-stimulus baseline.
4.6.2 Calculation and analysis of the single sweep estimates

Single sweep estimates for epoched and artifact free data were calculated using the method described in Chapter 4. The steps for single-trial estimation were as follows:

1. The estimate for the background covariance $C_v$ was chosen to be an identity matrix as it has been speculated that the background EEG may have changes time-locked to target stimulus.

2. The matrix $H$ was formed as a set of Gaussian shaped vectors.

3. The correlation matrix of the measurement $R_z$ was used and the ordinary eigendecomposition was solved.

4. The matrix $H_s$ was formed with four eigenvectors that were associated with the four largest eigenvalues.

5. The regularization parameter $\alpha$ was fixed to 0.05.

6. Single trial estimates $\hat{s}_S$ for the event-related potentials were calculated with equation

$$\hat{\theta}_s = (H^T C_v^{-1} H + \alpha^2 H^T (I - H_S H_S^T) H)^{-1} H^T z.$$  \hspace{1cm} (4.1)

The amplitude and latency of the P300 component were defined as a maximum of a single trial estimate in an individually defined time window. The window width was individually assessed so that it covered the whole P300 component in the average P300 waveform.

In order to compare the single sweep method to conventional averaging, the single sweep amplitude and latency data were sorted in a same manner to habitation groups (the first and the second half of stimulus sequence) and to sequential groups (1-5 or 6-20 preceding standard tones) as the conventional average responses.

Single-sweep estimates also give the opportunity to make some additional analysis. The amplitude and latency data were arranged according the number of preceding standard tones. The straight line was fitted to this rearranged data. The degree of sequential effect was defined as the slopes of the linear functions fitted to both the amplitude and latency data.

The amplitude and latency data were then arranged according to their appearance time, measured from the beginning of the stimulus sequence. A straight line for both the amplitude and latency data was fitted in a least square sense. The degree of habituation was defined as a slope of both amplitude and latency data.
4.7 Statistical analysis

All statistical analyses were computed with the SPSS for Windows 11.5 statistical program. Repeated measures analysis of variance (ANOVA) for two methods (single trial or conventional averaging), two situation sorting (either two stimuli block (the first and the second half of stimulus sequence) or two stimulus sequences (1-5 or 6-20 preceding standard stimuli) and three electrode sites (Fz, Cz, and Pz) was performed. Further analysis was calculated with repeated measures ANOVA separately for each electrode (method X situation) and for both situations (method X electrode). For all analyses, Greenhouse Geisser degrees of freedom were used to correct the violations of the spherical assumption when appropriate.
Single trial estimates of one representative subject of this study are shown in Figure 5.1. It can be seen that both latency and amplitude are varying during an oddball paradigm.

![Figure 5.1: An example of single trial estimates from one representative subject](image)

### 5.1 Habituation

The grand-average waveforms for the habituation study are shown in Figure 5.2. The mean (+ 1 SE) P300 amplitude and latency data for both the conventional averaging method and for the single trial method are presented as a
Figure 5.2: The grand average waveforms of the event-related brain potentials to target stimuli at the first half (black) and at the second half (grey) of an auditory oddball task

function of electrode site in Figure 5.3

In general, the mean amplitude was larger and the mean latency was longer with the single trial than with the conventional averaging method. This difference yielded a significant main effect for the used method for both the amplitude $F(1, 11) = 82.8, p < 0.001$ and the latency $F(1, 11) = 19.5, p < 0.001$ data.

The amplitude of the P300 was affected by electrode site $F(1.26, 13.87) = 5.10, p = 0.034$. The amplitude was smaller at electrode Fz than at electrode Cz ($p = 0.011$). The amplitude of the P300 component was not affected by situation, i.e., amplitudes were not larger at the beginning of the task compared to those at the end of the task. The time on task did not have an effect on the latency of the P300, nor did the electrode site.

5.2 Sequential effects

The grand-average waveforms for the sequential effect study are shown in Figure 5.4.

As in the habituation situation, the mean amplitude was larger and the mean latency was longer with the single-trial than with the conventional averaging method. This difference yielded a significant main effect for the used method for both the amplitude $F(1, 11) = 123.45, p < 0.001$ and the latency $F(1, 11) = 9.06, p = 0.012$ data.

The mean (+ 1 SE) P300 amplitude and latency data for both the conventional averaging method and for the single trial method are presented as a function of electrode site in Figure 5.5.

The P300 amplitude was smaller when the number of preceding standard tones was smaller $F(1, 11) = 8.13, p = 0.016$. Also electrode site had an
**Figure 5.3:** Mean (+ 1 SE) P300 amplitude (in microvolts) and latency (in milliseconds) data as a function of electrode site measured from the conventional average and with the single trial method). The responses to target tone are sorted in two blocks: Block 1) First half of measurement and Block 2) Second half of the measurement.

**Figure 5.4:** The grand average waveforms of the event-related brain potentials to target stimuli preceded by 1-5 standard stimuli (black) and preceded by 6-20 standard stimuli (grey).
Figure 5.5: Mean (+ 1 SE) P300 amplitude and latency data as a function of electrode site measured from the conventional average and with the single trial method. Responses to target tones are sorted according to the number of standard tones preceding the target tone.

effect on the P300 amplitude $F(1,3,14.3) = 6.06, p = 0.021$. The amplitude at Fz was smaller than at Cz $F(1,11) = 11.38, p = 0.006$ or at Pz $F(1,11) = 4.65, p = 0.054$. There was an interaction between the used method and the number of preceding standard tones $F(1,11) = 13.44, p = 0.004$. Closer analysis showed that there was no effect to response amplitude when the single trial method was used $F(1,11) = 2.48, p = 0.14$, whereas the conventional averaging yielded to significant decrease in amplitude when there was a smaller number of preceding standard tones compared to large number of standard tones $F(1,11) = 14.27, p = 0.0003$. The latency of the P300 component was longer when number of preceding standard tones was smaller $F(1,11) = 6.94, p = 0.023$.

5.3 Summary of habituation and sequential effect studies

In general the mean amplitude was higher and the mean latency was longer with the single trial than with the conventional averaging method. Conclusions for method comparison results are shown in Table 5.3.

Both methods showed significant increase in PZ latency and no changes in P300 amplitude when time on task increased. With the single-trial method
decreased latency with no amplitude effect was found with increasing number of preceding standard tones. The conventional averaging showed only a tendency for latency shortening and a significant amplitude increase when the number of preceding standard tones increased.

<table>
<thead>
<tr>
<th></th>
<th>Latency</th>
<th>Amplitude</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Habituation</td>
<td>Stimulus history</td>
</tr>
<tr>
<td>Conventional averaging</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>Single trial</td>
<td>-</td>
<td>+</td>
</tr>
</tbody>
</table>

5.4 Single trial estimation

Single sweep estimates provide an opportunity to make some additional analysis. To study the habituation effect further, the amplitude and latency data were arranged according to their appearance time, measured from the beginning of the stimulus sequence. A straight line for both the amplitude and the latency data was fitted in a least-square sense. The degree of habituation was defined as a slope of both amplitude and latency data. To study the sequential effects further, the amplitude and latency data were rearranged according to the number of preceding standard tones. The straight line was fitted to this rearranged data. The degree of sequential effect was defined as the slopes of the linear functions fitted to both the amplitude and the latency data. Figure 5.6 shows fitted lines for the latency data and figure 5.7 for the amplitude data for one representative subject.

Sequential changes in the stimulus train had more effect than time on task to the latency data, a significant main effect $F(1,11)=43.6$, $p<0.001$. Additionally, the stimulus history had more effect than the time on task on the P300 amplitude data, but this effect was not statistically significant. There was no interaction with the channel and the situation.

Table 5.4 shows that the slopes are nearly zeros for the amplitude and latency data of habituation. This means that the amplitude or the latency of the P300 did not change due habituation during measurement in any channels. When the amplitudes and latencies were rearranged according to the number of preceding stimulus sequences, there was a clear effect in the latency data slopes. Slopes for latency in sequential effect data were negative, meaning a decrease in the latency with an increasing number of the preceding standard tones. Slopes for the amplitude in stimulus history data are positive meaning that the amplitude increases with an increasing number of preceding standard tones.
**Figure 5.6:** An example of a single trial estimate test and the fitted lines to the latency data for one representative subject in both the habituation (middle) and the stimulus history situation (right). The location of the example single-trial estimate (left) is marked with a circle in both situations.

**Figure 5.7:** An example of single-trial estimate test and fitted lines to amplitude data for one representative subject in both the habituation (middle) and the stimulus history situation (right). The location of the example single-trial estimate (left) is marked with a circle in both situations.

**Table 5.2:** The average of the slopes (± SE). Slopes for both amplitude and latency data were estimated in a least-square sense for each individual subject.

<table>
<thead>
<tr>
<th></th>
<th>Amplitude (µV/time on task)</th>
<th>Latency (µV/no. of std.)</th>
<th>Amplitude (ms/time on task)</th>
<th>Latency (ms/no. of std.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PZ</td>
<td>-0.002 ± 0.002</td>
<td>0.186 ± 0.093</td>
<td>0.029 ± 0.012</td>
<td>-1.877 ± 0.313</td>
</tr>
<tr>
<td>CZ</td>
<td>-0.005 ± 0.003</td>
<td>0.301 ± 0.127</td>
<td>0.011 ± 0.010</td>
<td>-1.816 ± 0.267</td>
</tr>
<tr>
<td>FZ</td>
<td>-0.002 ± 0.002</td>
<td>0.154 ± 0.124</td>
<td>0.018 ± 0.014</td>
<td>-1.646 ± 0.412</td>
</tr>
</tbody>
</table>
Chapter VI

Discussion

The present study examined habituation and stimulus sequence effects on the P300 component. P300 data from 12 normal subjects were analysed both with single-trial and conventional averaging methods. Results with the single-trial method were compared with results achieved with conventional averaging. Results of some previous reports were confirmed with the single-trial method and new insights into the variability of P300 component were revealed.

With many single-trial methods subjective decisions on data handling must be made before analysis, for example the choice of a suitable model in the Woody averaging and the selection of the independent components in the LCA-method. The determination of the estimates is also semi-automatic rather than automatic. In the presented single-trial method there is no need for subjective decisions before analysis and the method is very automatic. The estimates are easy to interpret when compared to the interpretation of the PCA components or to the analysis of frequency bands in wavelet methods.

In general, it was shown that the amplitudes were higher and the latencies were longer with the single trial than with the conventional averaging method. The most likely explanation for this amplitude decrease with the conventional averaging is a high variability in the P300 latency. The jitter in the P300 peak causes amplitude decrease which may lead to erroneous conclusions about the amplitudes.

In the habituation study no time on task effect was found in amplitude or latency with either of the methods. Amplitude decrease in stimulus repetition has been found in studies where recording sessions have been longer than in our study [61, 49, 40, 54]. Latency increase with successive trial blocks has been found in some studies [47] but not in all [54]. It might be that our recording session was too short to reveal the habituation in the P300 amplitude. Even the number of target responses was quite similar in our study than in other studies, but the inter-stimulus interval was relatively short compared to the other studies resulting shorter recording time that may explain our results.
In the present study the P300 latency was significantly shorter for target tones that were preceded by a large number of standard tones compared to the responses to target tones that were preceded by a small number of standard tones. The amplitude was affected, e.g., the amplitude increased, with a larger number of preceding standard tones, only when analysed with conventional averaging. The inter-stimulus interval was fixed in our study and thus either number of standard stimulus or the passed time between target tones (ITI) could explain this finding. Rasmusson and Allen [53] did not find an amplitude increase with increasing time between targets with the conventional averaging method. Latency differences were not studied. Their inter-target interval was 5, 10, 15, or 20 s and thus it is possible that the range they used was not well-suited to elicit amplitude differences. Studies that have found latency and/or amplitude changes due to sequential changes in the stimulus history have used a wider range of ITI, <5 s compared to >10 s in [33], 2-3 s vs. 4-9 s vs. 10-19 s in [34], 2.6-13.0 s in [25], 2-4 s vs. 4-6 s vs. 6-8 s in [26] and 1-10 s in [4].

Further analysis of the single trial responses showed that even if the intersubject variability was large, the P300 latency was affected by the sequential effects in every subject in the channels CZ and PZ. The amplitude was affected in most of the subjects in the same channels too. Amplitude results are consistent with the study of Gonsalvez et al. [26]. Increases in the target to target interval resulted in significant increases of P3 amplitude in channels FZ, CZ and PZ. It was also found that the target to target interval affected more significantly at parietal sites than it did at frontal sites. With the single trial analysis the latency seemed to be affected more systematically than the amplitude. With the conventional averaging method this phenomena may be disturbed as the jitter in the P300 component latency causes an amplitude decrease. Thus the amplitudes are smaller when the variation in P300 component is larger.

This study suggests that the sequential changes in the stimulus train have more effect on P300 amplitude and latency than on habituation during a short (i.e., 10 min) measurement session. Many of the previously reported misclassifications of single-trial ERPs may have been made due to variations in cognitive expectancy produced by sequential effects. The same conclusion is made in [30], where the data provide evidence that even though the objective prior probability remains constant over a series of trials, the subjective probabilities vary from trial to trial, depending the specific sequence of stimuli preceding each event. In summary they conclude that variability in P300 amplitude as a function of stimulus sequence is the result of cognitive process rather than the adaptation or the habituation. Thus it is reasonable to expect that the variation in the P300 includes information about subjects cognitive state and this variation should not to be depressed with conventional averaging.
6.1 Conclusions

The method presented in this study needs a sample of responses to estimate single responses accurately. Reliable estimates of single or very few responses cannot be formed. Because of large intra-individual variation, the need for a representative sample of single-trial responses of each individual is obvious. However, this study shows that in addition to the information that can be obtained with the conventional averaging, the single-trial method provided information about the dynamical changes of the P300 component during oddball paradigm. The method was evaluated with 12 subjects and some previous, well-known, results were confirmed and new information about the dynamics of P300 was achieved. In short measurement sessions, the effect of sequential changes in the stimulus train is more pronounced than the effect of the time on the task. The effect of the changes in the stimulus train is more clear in the latency than in the amplitude of the P300.

The single-trial method could be used to model changes in dynamical behaviour of the P300 component during maturation and aging. It is also possible that this kind of dynamical behaviour is disturbed in certain diseases and thus single trial analysis may provide valuable information about abnormal brain functioning. Future applications in which the presented single-trial method may prove useful include studies about sleep deprivation, stress and effects of task load.


